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  Abstract  

 
 This paper provides an in-depth analysis of federated learning (FL) 

architectures designed for privacy-preserving artificial intelligence in multi-

cloud financial environments. With increased and increasing reliance on cloud 

infrastructures like AWS, Azure, and on-premises, financial institutions have 

pressing concerns with regards to data privacy, compliance, and real-time 

analytics. FL provides collaborative AI model training without revealing raw 

customer information by sending encrypted model updates over decentralized 

networks. This paper explores the integration of FL with edge analytics to 

enable low-latency credit scoring and fraud detection leveraging strong 

privacy solutions such as differential privacy, homomorphic encryption, and 

secure aggregation protocols. The paper also explores reinforcement learning 

for optimizing dynamic client engagement in the scenario of heterogeneous 

data distributions and computation. Experimental evidence suggests that 

federated models yield the same accuracy as centralized approaches but with 

better privacy and scalability. The paper also mentions open problems with 

non-IID data, communication bottlenecks, and governance structures and 

points to future trends like blockchain, explainability, and customized 

federated learning for financial institutions. The present paper provides a 

common architectural blueprint and pragmatics guidance to facilitate privacy-

preserving AI adoption in multi-cloud financial systems. 
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1. Introduction  

The financial sector experiences a revolution through artificial intelligence (AI) because it delivers smarter 

decision-making capabilities for credit scoring and fraud detection and risk analysis and personalized financial 

services. The financial industry uses machine learning to extract real-time insights from large customer data 

sets. The growing value of data creates parallel risks of data exposure. Financial data remains highly sensitive 

because unauthorized exposure or misuse results in regulatory penalties and financial losses and damages 

customer trust. The General Data Protection Regulation (GDPR) and proposed European Union Artificial 

Intelligence Act create substantial obstacles for centralized machine learning approaches because they need to 

collect raw data in a central repository [1]. 

Federated Learning (FL) represents a revolutionary approach to AI model development which works well 

in privacy-sensitive financial environments. FL allows data to stay on premise while local devices or servers 

perform model training independently without needing to transfer raw data to a central server. The system 

shares encrypted model updates between users for aggregation into a global model [2]. The decentralized 

system reduces data exposure while decreasing legal compliance requirements and allows institutions to 

maintain complete ownership of their data which is essential for the finance industry under strict regulations 

[3]. 

The increasing use of multi-cloud strategies by financial institutions who use AWS and Microsoft Azure 

and on premise infrastructure creates additional challenges for federated deployments. The different 

environments present unique networking systems and compute power levels and privacy management systems 
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and interoperability standards. The main engineering challenge involves creating FL architectures which can 

manage model training across diverse cloud environments without compromising security or introducing 

latency [4]. Real-time edge analytics introduces additional complexity because fraud detection decisions need 

to happen at the edge within milliseconds before federated updates reach the cloud. 

 
Figure 1 – Federated Learning Architecture in Multi-Cloud Finance 

 

The architecture of federated learning operates between AWS, Azure and on-prem systems as shown in 

Figure 1. Each participant trains a local model and sends only encrypted updates to the central aggregator. The 

global model is redistributed for the next training round. The concept of privacy-preserving AI extends past 

decentralization. The training process needs differential privacy together with homomorphic encryption and 

secure aggregation protocols to stop model update leakage while keeping the entire process confidential. FL 

systems require design elements that fulfill regulatory requirements by linking AI workflows to data 

minimization standards and explainability and accountability rules [5]. 

The management of client participation stands as a crucial element for large-scale FL systems. The clients 

within a multi-cloud financial ecosystem present different data quality levels and system availability and model 

training participation willingness. Research studies how reinforcement learning (RL) can determine the most 

valuable clients through reward systems and performance history analysis. The approach produces superior 

model convergence and generalization results particularly when dealing with non-IID data distributions which 

frequently occur in financial domains. 

This research investigates the complete process of designing federated learning architectures for privacy-

preserving AI systems operating within multi-cloud financial environments. The article investigates both 

technical implementations and privacy frameworks and real-time analytics and RL-based client coordination. 

The paper unites practical financial service knowledge with contemporary research to establish a single 

architectural framework for responsible and scalable AI in financial operations. 

 

2. Federated Learning Fundamentals 
The implementation of Federated Learning (FL) brings a revolutionary change to machine learning model 

training within privacy-focused domains such as finance. FL operates through decentralized data training at 

local sites where only learned parameters such as gradients or model weights are transmitted to a central 

aggregator [6]. The system protects raw data from leaving its original location which allows banks and credit 

agencies to work together on intelligent system development without violating customer privacy or regulatory 

requirements. 

FL requires a solution to the "data-isolated intelligence" challenge as its fundamental principle. Financial 

institutions work together to address common challenges which include fraud detection and credit scoring and 

anomaly detection. The direct exchange of data violates customer consent regulations and GDPR and DPDP 

Act requirements for cross-border data sharing. FL enables institutions to work together on model improvement 

by sharing their local data environments to train a global model which each institution maintains ownership of 

its data [7]. 

A central server starts the FL process by creating an initial global model. The central server distributes the 

model to chosen clients including local branches and banks and fintech applications which perform training on 

their respective local datasets. After training, clients send back only model updates, which are then aggregated 

(usually via weighted averaging) to form an improved global model. The model continues to run through 

multiple iterations until it reaches convergence. 

The diagram shows clients on AWS, Azure, and On-Prem connecting to a central aggregator via secure 

update sharing. 
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Figure 2: Federated Learning Workflow in Multi-Cloud Financial Institutions 

 

The deployment of FL in financial ecosystems proves to be much more complicated than the basic 

workflow demonstrates. The client datasets show extensive differences because they do not follow an IID 

distribution pattern and tend to focus on particular geographic areas and risk categories and transaction types. 

The statistical differences between datasets decrease the speed of convergence and produce substandard 

models. System heterogeneity represents a major challenge because different branches or institutions possess 

different computational abilities and network speeds which makes synchronized model update participation 

difficult [8]. 

Several federated optimization algorithms have been developed to solve these challenges. The most well-

known is FedAvg, which simply averages client model updates based on local dataset sizes. The FedAvg 

algorithm faces difficulties when heterogeneity levels are high. The FedProx algorithm adds proximal terms to 

local updates which helps maintain stability between rounds. The SCAFFOLD algorithm uses control variates 
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to address client drift which occurs when non-IID data causes clients to push the model toward different 

conflicting directions [9]. 

The FedAvg algorithm serves as the base method in FL and its high-level pseudocode appears as follows: 

 

# Server-side 

initialize global model w_0 

for each round t = 1, 2, ..., T: 

 select random subset of clients S_t 

 send current model w_t to each client 

 receive updated models w_t+1^k from all clients 

 aggregate: w_t+1 = sum_k (n_k / n_total) * w_t+1^k 

 

# Client-side 

receive global model w_t 

train on local data D_k → produce w_t+1^k 

send w_t+1^k back to server 

 

FL demonstrates enhanced benefits when applied to financial operations. The preservation of data privacy 

occurs because organizations maintain their raw data including transaction logs and KYC details and loan 

history within their secure infrastructure. The system enables compliance-by-design which simplifies the 

process of following legal requirements about data minimization and localization. The system enables each 

branch or system to maintain parts of the global model while performing fine-tuning for its unique user base 

[10]. 

The main benefit of FL in multi-institution systems stems from its ability to operate with fault tolerance 

and resilience. The global learning process keeps running even when one node such as a bank or payment 

processor fails to participate in a round. The decentralized resilience mechanism proves essential for multi-

cloud setups because different cloud environments (AWS, Azure, On-Prem) maintain distinct uptime 

guarantees and performance characteristics. 

 

3. Multi-Cloud Federated Learning Architecture 
Financial institutions distribute their data across multiple institutions which use different cloud platforms 

including AWS and Azure and on-premises infrastructure. The institutions use Federated Learning (FL) to 

train machine learning models together while protecting privacy and following GDPR regulations. The 

implementation of FL in a multi-cloud environment faces obstacles that include interoperability issues and 

security concerns and orchestration challenges. 

 

3.1 Architectural Overview 

A typical multi-cloud FL architecture comprises the following components: 

• Clients: Financial institutions hosting local data and training models on their respective cloud 

platforms. 

• Central Aggregator: A secure server that aggregates model updates from clients to form a global 

model. 

• Communication Layer: Secure channels facilitating the exchange of model parameters between 

clients and the aggregator. 
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Figure 3: Federated Learning Architecture Across Multi-Cloud Platforms 

 
This diagram illustrates FL deployment across AWS, Azure, and On-Prem infrastructure, highlighting 

secure update sharing, platform-specific tools (e.g., SageMaker, Azure ML), and the secure aggregation server. 

 

3.2 Deployment Across Cloud Platforms 

AWS Deployment: 

The model training process on AWS uses Amazon SageMaker while AWS Key Management Service 

(KMS) handles encryption needs. Clients can use AWS PrivateLink to create secure connections with the 

aggregator.  

Azure Deployment: 

The training process on Azure Machine Learning and secret management through Azure Key Vault are 

available to users. The aggregator can be reached through Azure Virtual Network (VNet) for secure 

connections.  

On-Premises Deployment: 

Institutions that maintain their infrastructure on-premises can train models using Kubernetes clusters while 

connecting to the aggregator through VPN. The FLARE tool from NVIDIA enables FL operations in these 

environments. NVIDIA Developer+2Amazon Web Services, Inc.+2Amazon Web Services, Inc.+2 

 

3.3 Secure Aggregation Protocol 

Secure aggregation protocols protect privacy by enabling the aggregator to calculate the global model 

without obtaining access to individual updates. The following steps describe one such protocol: 

1. Each client starts by creating a random mask which it uses to modify its model update. 

2. The aggregator receives masked updates through transmission. 

3. The aggregator performs an operation to sum the masked updates. 

4. The mask properties enable cancellation which reveals the aggregated model update to the 

aggregator.Google Cloud+11Amazon Web Services, Inc.+11Microsoft Learn+11Edrawsoft 

The method protects the confidentiality of each model update. 

 

3.4 Pseudocode for Secure Aggregation 

# Client-side 

def client_update(local_model, data): 

 update = train(local_model, data) 

 mask = generate_random_mask() 

 masked_update = update + mask 

 send_to_aggregator(masked_update) 

 store_mask(mask) 

# Aggregator-side 

def aggregate_updates(masked_updates): 

 sum_masked = sum(masked_updates) 
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 # Masks cancel out during aggregation 

 global_update = sum_masked 

 return global_update 

 

3.5 Challenges and Considerations 

The implementation of standardized protocols and APIs between different cloud platforms ensures 

interoperability for seamless communication.The synchronization process between clients and the aggregator 

becomes affected by network delays which cause latency.The protection of data during transmission and 

storage requires strong encryption and authentication systems to ensure security.The implementation of 

regional data protection laws demands thorough planning and execution to maintain compliance.Microsoft 

Learn+1it.wikipedia.org+1 

The financial sector benefits from implementing Federated Learning across multiple cloud environments 

because it protects privacy while enabling collaborative model training. The implementation of Federated 

Learning across multiple cloud environments in the financial sector requires detailed architectural planning to 

solve interoperability and security and compliance issues.Ewa Direct+1ResearchGate+1 

 

4. Real-Time Inference and Edge Analytics Integration 
The financial sector requires immediate decision-making for applications that include fraud detection and 

credit scoring and risk assessment. Real-time analytics becomes limited by latency problems that traditional 

cloud-based models typically experience. The combination of Federated Learning with Edge Analytics 

provides a solution through local data processing which decreases latency while maintaining data privacy. 

 

4.1 Edge Analytics in Financial Systems 

Edge Analytics operates by processing data directly at its source location instead of depending on cloud 

servers located in the center. Financial systems use edge analytics to process transaction data and user behavior 

information directly on devices such as ATMs and point-of-sale terminals and mobile banking applications. 

The approach provides quick responses while minimizing the dangers that come from moving sensitive 

information across networks. 

 

4.2 Integrating Federated Learning with Edge Analytics 

By combining FL with Edge Analytics, financial institutions can train machine learning models across 

decentralized devices without transferring raw data to central servers. Each edge device processes its local data 

and shares only model updates, which are then aggregated to form a global model. This integration enhances 

data privacy, reduces bandwidth usage, and allows for real-time model updates. 

  

4.3 Architectural Diagram 

Figure 4: Edge 

Analytics Architecture in Financial Systems 
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The diagram shows how data moves from edge devices to the central aggregator while demonstrating how 

local processing and model updates function in the FL framework. 

 

4.4 Pseudocode for Edge-Based FL Inference 

# Edge Device Inference 

def local_inference(data): 

 model = load_local_model() 

 prediction = model.predict(data) 

 return prediction 

 

# Model Update 

def update_model(local_data): 

 model = train_model(local_data) 

 send_model_update(model) 

 

This pseudocode demonstrates how edge devices perform local inference and periodically update the global 

model without sharing raw data. 

 

4.5 Benefits and Challenges 

Benefits: 

• Reduced Latency: Processing data locally ensures faster decision-making. 

• Enhanced Privacy: Sensitive data remains on the device, aligning with regulations like GDPR. 

• Bandwidth Efficiency: Only model updates are transmitted, reducing network load. 

Challenges: 

• Resource Constraints: Edge devices may have limited computational capabilities. 

• Model Synchronization: Ensuring consistency across devices can be complex. 

• Security Risks: Edge devices can be vulnerable to attacks if not properly secured. 

Financial systems can benefit from integrating Federated Learning with Edge Analytics to achieve real-

time data processing while preserving privacy. The integration provides valuable benefits for modern financial 

institutions through reduced latency and enhanced data privacy and network efficiency but requires solutions 

to existing challenges. 

 

 

5. Use Cases in Financial Systems 
The financial industry must balance its drive to enhance intelligence-driven services with requirements for 

protecting customer privacy and following regulatory standards. The practice of centralizing customer data for 

model training has traditionally generated concerns about data breaches and governance violations (e.g., 

GDPR) and real-time latency issues. The practical framework of Federated Learning enables decentralized 

model training which allows organizations to extract insights from banking entities and digital apps and 

infrastructure domains without revealing raw data. 

The following section demonstrates three essential applications of FL in a multi-cloud environment which 

generate business value through credit scoring and fraud detection and transaction behavior analysis. 

 

5.1 Credit Scoring Across Banks and NBFCs 

Traditional credit scoring models use consolidated borrower information that comes from centralized 

repositories. The evaluation of borrowers becomes challenging because their data exists in separate 

environments between banks and NBFCs and alternative lenders. The FL approach enables each institution to 

develop local credit models using borrower information such as income and repayment history and credit 

utilization while sharing encrypted gradients or model updates with a global aggregator. 

The global model aggregates information to reveal patterns that individual datasets cannot detect such as 

payment behavior across different loan products. The system eliminates the legal barriers which occur when 

institutions share data across borders especially in regions with strict privacy regulations [11]. 

The main difficulty in this context arises from non-IID data distribution because urban banks serve 

customers with digital profiles but rural NBFCs work with paper-based low-volume data. The combination of 

FedAvg with weighting or personalization layers enables global models to adapt to local patterns without 

losing their generalization capabilities [12]. 

 

Advantages over centralized models: 

The following features should be included in the credit scoring model:\ 

• Regulatory compliance (e.g., GDPR/DPDP) 
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• Alternative credit behavior (e.g., telecom payments, microloans) should be included. 

• Diversity in training data should be used to improve fairness. 

5.2 Federated Fraud Detection 

The detection systems for fraud need to operate in real time to identify unauthorized card usage and 

account takeovers and synthetic identity fraud. The models need to operate at scale and understand context 

because two banks might see different patterns but they cannot share data due to legal restrictions. 

Each institution creates local fraud detection models on their cloud infrastructure through FL (e.g., AWS, 

Azure). The system uses mobile transaction data along with ATM pattern information and online banking flow 

data to determine local training steps. The secure aggregator functions as a hardened micro service with privacy 

layers to merge masked updates into a strong model [13]. 

The real-time FL system enables edge devices such as point-of-sale terminals and mobile banking 

applications to perform quick fraud inference while sending back anonymous training feedback. The system 

proves useful for identifying patterns of fraud that occur between different platforms. 

Technical challenges: 

The system faces three main challenges:  

• Imbalanced data (few fraud cases vs. legitimate transactions) 

• Need for real-time prediction at the edge 

• Synchronizing model updates across clients with different compute budgets 
FL-specific solutions: 

The solution includes Federated Averaging + Gradient Clipping as well as Secure Aggregation Protocols 

for encrypted updates and Edge caching + online learning for model personalization. 

 

5.3 Transaction Behavior Analysis & Personalized Recommendations 

Financial service improvement through customer behavioral analysis enables better loan targeting and anti-

money laundering (AML) trigger detection. The development of these behavioral models needs data integration 

from payment apps and e-wallets and traditional banking systems. 

The FL system operates through individual behavioral encoders that run on each financial entity's 

infrastructure (on-prem or cloud) to train their models. For example: 

The mobile wallet system develops understanding of customer spending patterns and daily usage patterns. 

The traditional banking system uses its models to analyze salary deposit patterns and withdrawal patterns. 

The federated framework enables joint behavioral learning between systems which produces enhanced 

insights without requiring raw data exchange. The system enables the development of recommendation engines 

that generate smart savings tips and merchant cashback opportunities [15]. 

 
Figure 5 – Federated Transaction Behavior Analysis 

 
5.4 Summary of Benefits 

Use Case FL Value 

Credit Scoring Multi-source inclusion, privacy, fairness 

Fraud Detection 
Real-time, decentralized learning, secure 

update 

Transaction Analysis 
Behavior fusion without exposing sensitive 

logs 
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6. Privacy, Security, and Governance in Federated Learning for Financial Systems 
The privacy-first approach of Federated Learning (FL) works well for current financial ecosystems because 

it enables cross-institution collaboration without requiring data to leave its source due to privacy regulations. 

FL systems require supplementary privacy-preserving layers together with robust security protocols and well-

defined governance mechanisms to establish trust and legal compliance and accountability. 

This section examines the privacy,security and goverance frameworks coverage needed to make FL suitable 

for real worls,multi-cloud financial application. 

6.1 Privacy Preservation Mechanisms 

The FL system prevents direct data centralization yet it does not automatically ensure complete privacy 

because model updates remain vulnerable to information exposure through interception or reverse engineering. 

Three essential privacy-enhancing methods are used in FL implementations to address this challenge. 

1. Differential Privacy (DP) 

The model output becomes untraceable to individual data through Differential Privacy by adding specific 

noise to updates. The model weight access of an attacker would be unable to identify how a single customer's 

transaction pattern affects the system according to DP guarantees [16]. 

The FL system supports DP implementation through two methods: 

• Locally at the client level (before sending updates) 

• Globally at the server (on aggregated updates) 

The technique provides essential benefits to credit scoring models because it prevents overfitting to small 

client bases which could lead to fairness and privacy issues [17] 

2. Secure Multi-Party Computation (SMPC) 

The SMPC system enables different parties to execute joint functions (like model aggregation) on their 

input data while preserving the confidentiality of actual inputs. Bank A and Bank B can participate in 

aggregation through SMPC to build a shared model without exposing their individual updates to each other 

[18]. 

3. Homomorphic Encryption (HE) 

The system enables operations on encrypted information which makes it possible to perform model update 

operations without decryption. The method provides additional security for critical applications such as inter-

bank loan fraud modeling although it requires significant computational resources. 

6.2 Security Measures in FL Systems 

Financial institutions face continuous threats from cyberattacks and internal data misuse. Standard HTTPS 

transport does not provide sufficient security for Federated Learning environments so they need additional 

security features. 

1. Authentication and Identity Verification 

The standard authentication process must verify each participating client including banks and payment 

platforms before they can join model training activities. The authentication process protects the global model 

from receiving poisoned updates from Byzantine clients or malicious actors [19]. 

2. Secure Aggregation Protocols 

The Secure Aggregation method described by Bonawitz et al. (2017) protects individual client updates from 

inspection by all parties including the aggregator. The system reveals only the total sum of updates while 

individual masks eliminate each other during aggregation [20]. The system protects transaction embeddings 

and model gradients from the orchestrating server even though it has access to the data. 

3. Anomaly and Poisoning Detection 

Federated systems must detect: 

• Model poisoning: where a client submits malicious updates 

• Update injection: when unauthorized nodes attempt to participate 

The detection of outliers uses cosine similarity checks together with robust aggregation methods including 

Krum and Trimmed Mean. 

 

6.3 Governance and Compliance 

The implementation of a successful FL system depends on institutional trust and governance frameworks 

because it operates across public clouds like AWS and Azure or hybrid environments. 
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1. Regulatory Compliance (e.g., GDPR, AI Act, DPDP Bill) 

• FL enables data localization compliance because it keeps data within its original location. The 

regulatory framework might still apply to metadata together with audit logs and update 

transmission data. Therefore: 

• All updates need to be encrypted while maintaining audit capabilities. 

• All data utilization requires consent from users and must stay within specific purposes according 

to GDPR Article 5 [21]. 

2. Transparency and Explainability 

Each model trained via FL should be traceable. Stakeholders (e.g., banks, regulators) need: 

• The system should provide access to training logs to stakeholders. 

• The system needs to display model versioning information to users. 

• The system must maintain records of client involvement in the process. 

Financial institutions require this transparency to fulfill AI regulations regarding model explainability. 

3. Role-Based Access and Governance 

Clear roles must be defined: 

• The system requires a defined process for training initiation. 

• The system needs a designated entity to combine and validate models. 

• The system requires procedures for handling node withdrawal situations and protocol violations. 

 Blockchain-based audit trails have become standard in FL deployments for their ability to create immutable 

logs and decentralized control systems [22]. 

 

6.4 Challenges and Considerations 

Despite its strengths, FL introduces new operational challenges: 

Challenge Explanation 

Non-IID data 
Clients (e.g., rural vs. urban banks) may have skewed transaction 

patterns, affecting generalizability. 

Resource constraints Edge clients (e.g., ATMs) may lack compute for frequent local training. 

Policy interoperability 
Each cloud provider (AWS, Azure) has different IAM, logging, and 

compliance layers. Aligning them is non-trivial. 

Attack surface 
Even though data stays local, model update traffic becomes a new attack 

vector. 

 

7. Reinforcement Learning for Dynamic Client Participation 
The mitigation strategies consist of differential privacy at source and masking updates with random noise 

and limiting update frequency. The success of Federated Learning in high-risk sectors such as finance requires 

organizations to adopt a privacy- and security-first approach. Institutions can adopt FL with confidence by 

implementing privacy-preserving computation techniques (DP, HE, SMPC) and secure update pipelines and 

full governance transparency to meet business priorities and regulatory obligations. 

Future FL deployments will benefit from standardized privacy frameworks, open-source compliance 

modules, and possibly federated auditors who independently verify FL workflows across clients and clouds. 

The client participation in Federated Learning (FL) is typically non-deterministic because clients may leave 

the network or become unavailable or have different computing and data capabilities. Such irregularities can 

reduce convergence speed and even degrade the global model. To address this, Reinforcement Learning (RL) 

is increasingly applied for intelligent, adaptive client selection, where an agent continuously learns which 

clients to prioritize for model training based on historical reward and system conditions [23]. 

 

7.1 Why Static Client Selection Fails 

The classic FL techniques (e.g., FedAvg) randomly or uniformly select clients for each training round. This 

leads to several issues: 

• Some high-quality clients may be underused. 

• Poorly resourced clients may slow convergence. 

• Clients with noisy or outdated data may corrupt the global model. 

These challenges are amplified in financial settings, where non-IID transaction patterns, real-time risk 

scoring, and sensitive data regulation call for precision and accountability [24]. 

 

7.2 RL for Client Selection: How It Works 

The selection agent in Reinforcement Learning operates through policy-based selection. At each round: 

• The state consists of client features which include compute speed and recent availability and data 

freshness and contribution to past model improvement. 
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• The action consists of choosing which clients will participate in training during this round. 

• The reward function combines three elements: global model accuracy improvement and resource 

consumption and client fairness metrics [25]. 

The RL agent develops an optimal policy π∗\pi^*π∗ through time to achieve maximum cumulative rewards 

across rounds. The RL algorithms Deep Q-Networks (DQN) and Policy Gradients and Actor-Critic 

architectures are commonly used [26]. RL agent selects optimal clients from a pool based on utility. Feedback 

loop (reward signal) refines future decisions. 

 

 

 

 
Figure 6: Enhanced Federa Learning: Dynamic Client Selection. 

 

 

  

7.3 Application in Financial Use Case: Fraud Detection 

In fraud detection: 

• The most valuable clients are those who have the latest transaction streams (e.g. mobile banking, e-

commerce). 

• The RL selector gives priority to these nodes while skipping the outdated or low-bandwidth nodes. 

• The rewards are tied to the increase in AUC score or the reduction in false positives post-

aggregation. 
A case study by Rjoub et al. [27] showed that FL with RL-based client selection achieved 22% faster 

convergence and 18% better F1-score in fraud datasets compared to random selection. 

 

7.4 Benefits & Considerations 

 

Feature Impact 

Adaptive Participation Select clients based on current context, not static rules 

Resilience Avoid underperforming or poisoned clients dynamically 

Performance Faster model convergence and better resource allocation 

Personalization Tailor global models toward clients who reflect recent patterns 

 

8. Performance Evaluation and Experimental Results 
The evaluation of Federated Learning (FL) performance in financial systems requires assessment to achieve 

accurate and secure scalable results. The decentralized operation of FL requires new evaluation metrics because 

traditional methods do not apply to this system. The following section presents essential evaluation metrics 

together with experimental procedures and research results that assess FL's suitability for privacy-sensitive 

financial applications. 
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8.1 Key Evaluation Metrics 

Financial FL systems are evaluated using both ML and system-level metrics: 

• The model's ability to classify transactions as fraud or legitimate should be evaluated through 

Accuracy and AUC metrics [28]. 

• The financial datasets with imbalanced data require special attention to Precision, Recall and F1-

Score metrics. 

• The number of FL rounds required to achieve a specific accuracy level determines the 

convergence speed. 

• The volume of data exchanged between clients and the server determines both the cost and 

latency [29]. 

• The local training process requires CPU, RAM and storage resources which are essential for edge 

banking devices. 

 

8.2 Experimental Setup in Financial Context 

Recent studies simulate real-world FL environments using: 

• Synthetic and real financial datasets (e.g., credit card fraud, loan defaults). 

• 5–100 client nodes, each with isolated data partitions to reflect real financial silos. 

• Multi-cloud setups using FL frameworks like FedML, Flower, OpenFL, and Substra . 

The standard workflow: 

1. Clients train models locally on their cloud/on-prem data. 

2. Updates are shared securely. 

3. A global model is formed after aggregation. 

4. Evaluations are performed after every round. 

 

8.3 Results from Recent Studies 

 

 
Figure 7 – FL Performance Evaluation Setup 

Accuracy & Convergence 

The binary fraud detection datasets achieved 92–95% accuracy through OpenFL and FedML with 30–40 

rounds of training. The models matched the performance levels of centralized baselines [30]. 

Communication Efficiency 

The frameworks that used gradient sparsification and compressed update transmission (e.g., Flower) cut 

down data exchange by 60% while maintaining only 2–3% accuracy reduction [31]. 

Resource Usage & Scalability 

OpenFL demonstrated stable operation with 100+ clients while maintaining steady CPU and memory usage 

which makes it appropriate for large-scale implementation [32]. 

Privacy Impact 

When Differential Privacy (DP) and Secure Aggregation were added: 

The addition of Differential Privacy (DP) and Secure Aggregation led to a 2–3% decrease in accuracy but 

resulted in significant improvements to privacy scores [33]. 

The Substra framework delivered GDPR and DPDP compliance through its auditable logging system. 
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8.4 Summary Table 

Metric Description Observations 

Accuracy % of correct predictions 92–95% for fraud datasets [1] 

Convergence FL rounds to reach 90% accuracy ~30–40 rounds [1] 

Communication Update size per client 60% reduced with compression [2] 

Privacy Impact of DP, SMPC 2–3% accuracy loss, better privacy [4] 

Resource Use Client-side CPU/RAM OpenFL most stable [3] 

 

9. Future Directions and Open Challenges 
The implementation of Federated Learning (FL) for privacy-preserving AI in financial systems remains in 

development because it has not yet reached real-world production status. The practical implementation of FL 

faces multiple technical and security and governance challenges despite its clear advantages in data locality 

and regulatory compliance and collaborative model building. The following section identifies the most critical 

open challenges and future research directions needed to achieve large-scale viability of FL in financial 

ecosystems. 

 

9.1 Key Open Challenges in FL for Finance 

a. Non-IID and Imbalanced Data 

The FL system operates with clients such as banks and credit unions and apps which maintain separate data 

distribution patterns. The data distribution at a rural credit co-op consists mainly of agricultural loans but digital 

wallets handle numerous high-frequency microtransactions. The non-IID data distribution results in unstable 

training processes and slower convergence according to [34]. The current FedAvg method fails to work 

effectively under such heterogeneity unless adaptation layers or personalization strategies are implemented to 

prevent model bias. 

b. Communication Bottlenecks 

Financial institutions operate their systems through various infrastructure types including cloud and on-

premise and edge networks which results in inconsistent network delays. The process of model aggregation 

requires multiple data transfer operations in each round. The research community continues to investigate 

methods to minimize communication while preserving performance through model pruning and gradient 

sparsification and asynchronous updates [35]. 

c. Privacy Leakage via Gradients 

Recent research demonstrates that gradient inversion attacks can extract sensitive information from 

gradients even though raw data remains unshared. Financial datasets pose a high risk because their patterns 

directly reveal identities and account activities. The enhancement of Differential Privacy and Homomorphic 

Encryption requires improvement to maintain model utility [36]. 

d. Scalability Across Institutions 

The efficiency of centralized aggregation decreases when the number of FL participants grows beyond 

hundreds of fintechs. The process of model fusion together with client coordination and straggler handling 

becomes increasingly difficult. The solutions of hierarchical aggregation and peer-to-peer FL require validation 

before they can be implemented in regulated finance environments . 

e. Lack of Standardization for Governance 

Financial applications demand traceability and auditability. The decentralized nature of FL creates a lack 

of standardized frameworks for: 

• Logging model updates 

• Assigning accountability 

• Proving regulatory compliance (e.g., under GDPR or India’s DPDP Act) 

The absence of these measures will continue to slow down institutional adoption [37]. 

 

9.2 Future Research Directions 

a. Personalized FL for Financial Services 

Future FL systems need to provide personalized layers which let each client customize a shared base model 

according to its customer segment between salaried and freelance earners. The personalization approaches 

FedPer and Meta-FL demonstrate promising results according to [38]. 

b. FL + Blockchain for Trust and Traceability 

The integration of FL with blockchain ledgers provides tamper-proof logging of model updates and 

participation records which ensures auditability and fairness. The system proves useful for collaborative fraud 

detection between multiple banks because it enables secure credit intelligence sharing through decentralized 

control [39]. 

 c. Incentive Mechanisms for Participation 
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The participation incentives for clients vary because training operations require computational resources 

and data availability differs between participants. Real-world deployments can achieve stable participation 

patterns through RL-based incentive schemes that reward high-quality and timely contributions [40]. 

d. Federated Analytics + Explainability 

 FL models are often black boxes. The requirement for explainable AI (XAI) outputs exists in regulated 

environments. Future systems must implement federated explainability frameworks which enable clients to 

conduct local model behavior audits while preserving data sovereignty [41]. 

The financial AI space will experience a transformation through Federated Learning because of its ability 

to enable institutional collaboration. The success of future FL systems depends on solving data heterogeneity 

issues while improving privacy measures and managing scale and legal framework compliance. Future research 

needs to concentrate on trust together with transparency and deployability alongside performance 

improvements. FL will establish itself as a fundamental technology for responsible AI operations in worldwide 

financial networks when these obstacles are resolved. 

 

10. Conclusion  
  Federated Learning (FL) has transitioned from theoretical status to become a functional system which 

enables financial institutions to train AI models collaboratively while preserving privacy. The article shows 

how FL operates across multiple cloud environments to let banks and fintechs and service providers train credit 

scoring and fraud detection and behavioral analytics models together without revealing raw data. 

The paper started with basic definitions which showed FL protects data location but needs privacy-

enhancing methods including Differential Privacy Secure Aggregation and Homomorphic Encryption to fulfill 

contemporary regulatory standards. The paper demonstrated how cloud orchestration platforms (e.g., AWS, 

Azure, On-Prem) need to operate under secure aggregation frameworks to efficiently support FL workloads 

and how edge-based inference allows real-time fraud detection and financial decisioning without centralization. 

The main innovation of this paper involves using Reinforcement Learning (RL) to manage dynamic client 

participation. The unpredictable availability and heterogeneity of financial clients makes RL suitable for 

developing policy-driven selection strategies which enhance convergence and efficiency throughout time [42]. 

The analysis of real-world studies and architectural analysis proved that FL models can match centralized 

models' performance while delivering enhanced privacy and scalability [43]. The research team identified 

multiple open challenges including data heterogeneity and incentive alignment because FL needs further 

development in system robustness and governance standards and cross-platform compliance. 

FL technology will merge with blockchain technology for auditability and federated explainability for 

compliance and decentralized optimization for scale in upcoming years. Financial institutions which invest in 

these directions will achieve compliance while creating shared intelligence ecosystems that improve risk 

modeling and credit democratization and secure data monetization. 

The financial sector needs Federated Learning as its blueprint to develop ethical AI systems which are both 

secure and scalable. FL will transform financial intelligence development through collaborative and 

responsible methods which maintain full security through ongoing advancements in privacy governance and 

orchestration. 
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